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Abstract—Transient multiple cell upsets (MCUs) are becoming major issues in the reliability of memories exposed to radiation
environment. To prevent MCUs from causing data corruption, more complex error correction codes (ECCs) are widely used to
protect memory, but the main problem is that they would require higher delay overhead. Recently, matrix codes (MCs) based
on hamming codes have been proposed for memory protection. The main issue is that they are double error correction codes
and the error correction capabilities are not improved in all cases. In this project, novel decimal matrix code (DMC) based on
divide-symbol is proposed to enhance memory reliability with lower delay overhead. The proposed DMC utilizes decimal
algorithm to obtain the maximum error detection capability. Moreover, the encoder-reuse technique (ERT) is proposed to
minimize the area overhead of extra circuits without disturbing the whole encoding and decoding processes. ERT uses DMC
encoder itself to be part of the decoder. Further, this project is enhanced using square root Carry select adder for improving
propagation delay.
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I INTRODUCTION

The general idea for achieving error detection and
correction is to add some redundant bits (i.e., some extra
data) to a message, which receiver can use to check
consistency of the delivered message, and to pick up data
determined to be corrupt. Error-detection and correction
scheme can be either systematic or non-systematic: In a
systematic scheme, the transmitter sends the unique data,
and attaches a fixed number of redundant bits, based on
particular logic. If only the error detection is required, a
receiver can check the same logic to the received data bits
and compare its output with the receive check bits; if the
values do not match, an error has occurred at some point
throughout the transmission. Different types of codes used
for Error detection and correction. In a system to uses a
non-systematic code, the message is transformed into an
encoded message that has at least as many bits as that
message. Error detection and correction used to reduce the
soft errors. Several techniques are used present to gate
upsets in memories. For example, the Bose— Chaudhuri-
Hocquenghem codes [8], Reed-Solomon codes [9],
punctured difference set (PDS) codes [10], and matrix
codes has been used to contact with MCUs in memories.
Which requires more area, power, and delay overheads
since the encoding and decoding circuits are more complex
in these complicated codes. Reed-Muller code [14] is
another protection code that is able to detect and correct
additional error than a Hamming code. The main drawback
of this protection code is its more area and power
requirements. Hamming Codes aremore used to correct

Single Error Upsets (SEU’s) in memory due to their ability
to correct single errors through reduced area and
performance overhead [13]. Though brilliant for correction
of single errors in a data, they cannot correct double bit
errors. One more class of SEC-DED codes proposed to
detect any number of errors disturbing a single byte. These
codes are additional suitable than the conventional SEC-
DED codes for protecting the byte-organized memories
[15][16]. Though they operate through lesser overhead and
are good for multiple error detection, they cannot correct
(SBCDBD) codes that can correct multiple errors as
discussed in [10]. The Single-error-correcting, Double-
error-detecting and  Double-adjacent-error-correcting
(SEC-DED-DAEC) codeprovides a low cost ECC
methodology to correct adjacent errors as proposed in [12].
The only drawback through this code is the possibility of
miss-correction for a small subset of many errors. AS
CMOS technology scales down to nanoscale and
memories are combined through an increasing number of
electronic systems, the soft error rate in memory ase,
especially when memories operate in space environments
due to ionizing effects of atmosphere. Interleaving
technique has been used to restrain MCUs. However,
interleaving technique may not be practically used in
content-addressable memory (CAM), because of the tight
coupling of hardware structures from both cells and
comparison circuit structures.

I LITERATURE SURVEY
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Parallel Double Error Correcting Code Design to Mitigate
Multi-Bit Upsets in SRAMSs:A double-error correcting
(DEC) ECC implementation technique suitable for SRAM
applications is presented in this project. The upset
distributions exhibit that MBU are the dominating
contributor to overall soft error rate, and these MBU can
range as large as 9-bits for LP and 13-bits for SF
necessitating the usage of more powerful ECC schemes.
Implementations of DEC and DEC-TED ECC using a
parallel implementation approach in 90nm technology
demonstrate that these codes can effectively be applied for
SRAM applications. Protecting SRAM-based FPGAs
against Multiple Bit Upsets Using Erasure Codes: In this
paper, we propose a generic scrub- Bing scheme which
reconstructs the erroneous con_guration frame based on
the concept of erasure codes. Our proposed scheme does
not require any changes to the FPGA architecture.
Experimental results on a Xilinx Virtex-6 FPGA device
show that the proposed scheme achieves error recovery
coverage of 99.30% with only 3% resource occupation
while the mean time to repair is comparable with previous
schemes. Area Reliability Trade-Off in Improved Reed
Muller Coding In this paper we analyze the trade-off
between the area and the reliability added in each chip
employing the Reed Muller coding as the coding
technique. We estimate the reliability and area increase of
different orders of the Reed Muller decoding and observed
that while the area increases, the reliability decreases. Our
approach is to define a framework and help designers in
order to decide on the configuration of the Reed Muller to
be used. Finally, we provide a guideline to optimize the
architecture making an optimal tradeoff between the area
and the reliability. Multijunction  Fault-Tolerance
Architecture for Nanoscale Crossbar Memories:In this
paper, we investigate a fault-tolerance scheme that utilizes
redundancies in the rows and columns of a nanoscale
crosshar molecular switch memory array. In particular, we
explore the performance tradeoffs of time delay, power,
and reliability for different amounts of redundancies. The
results indicate an increase in fault-tolerance with small
increases in delay and area utility.

I PROPOSED DMC

The contribution of this paper is a novel decimal matrix
code (DMC) based on divide-symbol is implemented to
provide enhanced memory reliability. The implemented
DMC utilized decimal algorithm (decimal integer addition
and decimal integer subtraction) to identify errors. By
using decimal algorithm is that the error detection
capability was maximized so that the reliability of
memory was enhanced. Besides, the encoder-reuse
technique (ERT) was implemented to minimize the area
overhead of extra circuits (encoder and decoder) without
disturbing the whole encoding and decoding processes,
because ERT use DMC encoder itself to be part of the
decoder.

Encoder Decoder using ERT
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Fig: 1 proposed schematic of fault-tolerant memory
protected with DMC.
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In the proposed scheme, the circuit area of DMC is
minimized by reusing its encoder. This is called the ERT.
The ERT can reduce the area overhead of DMC without
disturbing the whole encoding and decoding processes. It
can be observed that the DMC encoder is also reused for
obtaining the syndrome bits in DMC decoder. Therefore,
the whole circuit area of DMC can be minimized as a
result of using the existent circuits of encoder. Besides,
this figure also shows the proposed decoder with an enable
signal En for deciding whether the encoder needs to be a
part of the decoder. In other words, the En signal is used
for distinguishing the encoder from the decoder, and it is
under the control of the write and read signals in memory.
Therefore, in the encoding (write) process, the DMC
encoder is only an encoder to execute the encoding
operations. However, in the decoding (read) process, this
encoder is employed for computing the syndrome bits in
the decoder. These clearly show how the area overhead of
extra circuits can be substantially reduced.

In the proposed DMC, first, the divide-symbol and
arrange-matrix ideas are performed, i.e., the N-bit word is
divided into k symbols of m bits (N = k x m), and these
symbols are arranged in a k;x k; 2-D matrix (k = k;x ko,
where the values of k; and k, represent the numbers of
rows and columns in the logical matrix respectively).
Second, the horizontal redundant bits H are produced by
performing decimal integer addition of selected symbols
per row. Here, each symbol is regarded as a decimal
integer. Third, the vertical redundant bits V are obtained
by binary operation among the bits per column. It should
be noted that both divide-symbol and arrange-matrix are
implemented in logical instead of in physical. Therefore,
the proposed DMC does not require changing the physical
structure of the memory.

To explain the proposed DMC scheme, we take a 32-
bit word as an example, as shown in Fig.4.2. The cells
from D, to Ds; are information bits. This 32-bit word has
been divided into eight symbols of 4-bit. ky= 2 and k= 4
have been chosen simultaneously. Ho—H,y are horizontal
check bits; Vo through Vis are vertical check bits.
However, it should be mentioned that the maximum
correction capability (i.e., the maximum size of MCUs can
be corrected) and the number of redundant bits are
different when the different values for k and m are chosen.
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Therefore, k and m should be carefully adjusted to
maximize the correction capability and minimize the
number of redundant bits.

For example, in this case, when k = 2x2 and m = 8,
only 1-bit error can be corrected and the number of
redundant bits is 80. When k = 4 x 4 and m = 2, 3-bit
errors can be corrected and the number of redundant bits is
reduced to 32. However, when k = 2 x 4 and m = 4, the
maximum correction capability is up to 5 bits and the
number of redundant bits is 72. In this paper, in order to
enhance the reliability of memory, the error correction
capability is first considered, so k =2 x 8 and m = 4 are
utilized to construct DMC.
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Fig: 2 32 bit word can be divided as 8 symbols with
k=2x4 and m=4.

Horizontal redundant bits are calculated as follows

H9 H8 H7H6 H5 = D7 D6 DS D4 + D15 D14 D13 D12
H4H3H2 Hl H0= D3 D2 I:)l DO + Dll DlO D9D8

Similarly for the horizontal redundant bits H,,H,,H,,
H,, H, andH,, HHH,, H,., where "+" represents
decimal integer addition.
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Vertical redundant bits are calculated as follows
Vo=Do@Dss

V1=D:@®D;

And similarly for the rest vertical redundant bits. The
encoding can be performed by decimal and binary addition
operations from (1) to (4). The encoder that computes the
redundant bits using multi bit adders and XOR gates is
shown in Fig. In this figure, Hig— H, are horizontal
redundant bits, V15— V, are vertical redundant bits, and the
remaining bits Us;— U, are the information bits which are
directly copied from Dg; to Dy,

Replace adder with carry select adder in fig 1 to implement
a low latency architecture.

IV CARRY SELECT ADDER

Design of area- and power-efficient high-speed data path
logic systems are one of the most substantial areas of
research in VLSI system design. In digital adders, the

speed of addition is limited by the time required to
propagate a carry through the adder. The sum for each bit
position in an elementary adder is generated sequentially
only after the previous bit position has been summed and a
carry propagated into the next position.

The CSLA is used in many computational
systems to alleviate the problem of carry propagation delay
by independently generating multiple carries and then
select a carry to generate the sum [1]. However, the CSLA
is not area efficient because it uses multiple pairs of Ripple
Carry Adders (RCA) to generate partial sum and carry by
considering carry input Cin=0 and Cin=1, then the final
sum and carry are selected by the multiplexers (mux).

The basic idea of this work is to use Binary to Excess-1
Converter (BEC) instead of RCA with Cin=0 in the regular
CSLA to achieve lower area and power consumption [2]—

[4].

Fig: 3 Carry Select Adder
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Fig: 4 Delay and area evaluation of an XOR gate

The carry-ripple adder is composed of many cascaded
single-bit full-adders. The circuit architecture is simple and
area-efficient. However, the computation speed is slow
because each full-adder can only start operation till the
previous carry-out signal is ready. In the carry select
adder, N bits adder is divided into M parts. Each part of
adder is composed two carry ripple adders with cin_0 and
cin_1, respectively. Through the multiplexer, we can select
the correct output result according to the logic state of
carry-in signal. The carry-select adder can compute faster
because the current adder stage does not need to wait the
previous stage’s carry-out signal. The summation result is
ready before the carry-in signal arrives; therefore, we can
get the correct
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computation result by only waiting for one multiplexer
delay in each single bit adder. In the carry select adder, the
carry propagation delay can be reduced by M times as
compared with the carry ripple adder. However, the
duplicated adder in the carry select adder results in larger
area and power consumption.

V AREA-EFFICIENT CARRY SELECT ADDER:

The carry ripple adder is constructed by cascading each
single-bit full-adder [1]. In the carryripple adder, each full-
adder starts its computation till previous carry-out signal is
ready. Therefore, the critical path delay in a carry ripple
adder is determined by its carry-out propagation path. For
an N-bit full-adder as illustrated in Fig. 1, the critical path
is N-bit carry propagation path in the full-adders. As the
bit number N increases, the delay time of carry ripple
adder will increase accordingly in a linear way. In order to
improve the shortcoming of carry ripple adder to remove
the linear dependency between computation delay time
and input word length, carry select adder is presented [2].
The carry select adder divides the carry ripple adder into
M parts, while each part consists of a duplicated (N/M)-bit
carry ripple adder pair, as illustrated in Fig. 2 as M=16 and
N=4. This duplicated carry ripple adder pair is to
anticipate both possible carry input values, where one
carry ripple adder is calculated as carry input value is logic
“0” and another carry ripple adder is calculated as carry
input value is logic “1”.When the actual carry input is
ready, either the result of carry “0” path or the result of
carry “1” path is selected by the multiplexer according to
its carry input value. An example of 5-bit carry select
adder is illustrated in Fig. 3. To anticipate both possible
carry input values in advance, the start of each M part
carry ripple adder pair no longer need to wait for the
coming of previous carry input. As a result, each M part
carry ripple adder pair in the carry select adder can
computeparallel.

VI RESULT:
The proposed design is executed in XILINX 13.1 and the
simulation output is as shown in the Fig:5
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VIl CONCLUSION

In this implemented project, novel per-word
DMC was proposed to assure the reliability of memory.
The protection code utilized decimal algorithm to detect
errors, so that more errors were detected and corrected.
The obtained results showed that the implemented scheme
has a superior protection level against large MCUs in
memory. Besides, the implemented decimal error detection
technique is an attractive opinion to detect MCUs in CAM
because it can be combined with CSA to provide an
adequate level of immunity.

VIl FUTURE WORK

Further, we can enhance this project this by using
hamming codes. Redundancy bits can be reduced by
combining DMC with HAMMING codes. Implies, less
complexity and low latency will be achieved by combining
these two techniques.
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