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ABSTRACT:

With the ever growing size of the Internet, finding. the right information.from the right sources will become
increasingly difficult. As the size of the Internet continues to grow the users of search providers continually demand
search results that are accurate to their needs. Personalized Search is one of the options available to users in order to
sculpt search results returned to,them based on their personal data provided to the search provider. This raises
concerns of privacy issues however as users are typically uncomfortable revealing personal information to an often
faceless service provider on the Internet. This paper aims to deal with the privacy issues surrounding personalized
search and discusses ways that privacy can be enriched so that users can become more comfortable with the release
of their personal data in order to receive more accurate search results.

INTRODUCTION:

Generally, data mining (sometimes called data or
knowledge discovery) is the process of analyzing
data from different perspectives and summarizing it
into useful information - information that can be used
to increase revenue, cuts costs, or both. Data mining
software is one of a number of analytical tools for
analyzing data. It allows users to analyze data from
many different dimensions or angles, categorize it,
and summarize the relationships identified.
Technically, data mining is the process of finding
correlations or patterns ;lamong dozens of fields in
large relational databases.

How Data Mining Works?

While large-scale information technology has been
evolving separate transaction and analytical systems,
data mining provides the link between the two. Data
mining software analyzes relationships and patterns
in stored transaction data based on open-ended user
queries. Several types of analytical software are
available: statistical, machine learning, and neural
networks. Generally, any of four types of
relationships are sought:

o Classes: Stored data is used to locate data in
predetermined groups. For example, a
restaurant chain could mine customer
purchase data to determine when customers
visit and what they typically order. This

information could be used to increase traffic
by having daily specials.

Clusters: Data items are grouped according
to  logical relationships or consumer
preferences. For example, data can be mined
to identify market segments or consumer
affinities.

Associations: Data can be mined to identify
associations. The beer-diaper example is an
example of associative mining.

Sequential patterns: Data is mined to
anticipate behavior patterns and trends. For
example, an outdoor - equipment retailer
could predict the likelihood of a backpack
being purchased based on a consumer's
purchase of sleeping bags and hiking shoes.

Data mining consists of five major elements:

1) Extract, transform, and load transaction
data onto the data warehouse system.

2) Store and manage the data in a
multidimensional database system.

3) Provide data access to business analysts
and information technology
professionals.

4) Analyze the data by application
software.
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5) Present the data in a useful format, such
as a graph or table.

Different levels of analysis are available:

Artificial neural networks: Non-linear
predictive models that learn through training
and resemble biological neural networks in
structure.

Genetic algorithms: Optimization
techniques that use process such as genetic
combination, mutation, and natural selection
in a design based on the concepts of natural
evolution.

Decision trees: Tree-shaped structures that
represent sets of decisions. These decisions
generate rules’ for the classification of a
dataset. Specific decision tree methods
include Classification and Regression Trees
(CART) .and Chi Square Automatic
Interaction Detection (CHAID). CART and
CHAID are decision tree techniques used for
classification of a dataset. They provide a set
of rules that you can apply to a new
(unclassified) dataset to predict which
records will have a given outcome. CART
segments a dataset by creating 2-way splits
while CHAID segments using chi square
tests to create multi-way splits. CART
typically requires less data preparation than
CHAID.

Nearest neighbor method: A technique that
classifies each record in a dataset based on a
combination of the classes of the k record(s)
most similar to it in.a historical dataset
(where k=1). Sometimes called the k-nearest
neighbor technique.

Rule induction: The extraction of useful if-
then rules from data based on statistical
significance.

Data visualization: The visual
interpretation of complex relationships in
multidimensional data. Graphics tools are
used to illustrate data relationships.

Characteristics of Data Mining:

Large quantities of data: The volume of
data so great it has to be analyzed by
automated  techniques e.g.  satellite
information, credit card transactions etc.
Noisy, incomplete data: Imprecise data is
the characteristic of all data collection.
Complex data structure: conventional
statistical analysis not possible
Heterogeneous data stored in legacy
systems

Benefits of Data Mining:

1)

2)

3)

4)

It’s one of the most effective services that
are available today. With the help of data
mining, one can discover precious
information about the customers and their
behavior for a specific set of products and
evaluate and analyze, store, mine and load
data related to them

An analytical CRM model and strategic
business related decisions can be made with
the help of data mining as it helps in
providing a complete synopsis of customers
An endless number of organizations have
installed data mining projects and it has
helped them see their own companies make
an unprecedented improvement in their
marketing strategies (Campaigns)

Data mining is generally wused by
organizations with a solid customer focus.
For its flexible nature as far as applicability
is concerned is being used vehemently in
applications to foresee crucial data including
industry analysis and consumer buying
behaviors

Fast paced and prompt access to data along with
economic processing techniques have made data
mining one of the most .suitable services that a
company seek

We  propose a  privacy-preserving
personalized web search framework UPS,
which can generalize profiles for each query
according to  user-specified  privacy
requirements.

Relying on the definition of two conflicting
metrics, namely personalization utility and
privacy risk, for hierarchical user profile, we
formulate the problem of privacy-preserving
personalized search as #-Risk Profile
Generalization, with its N P-hardness
proved.
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e We develop two simple but effective
generalization algorithms, GreedyDP and
GreedylL, to support runtime profiling.
While the former tries to maximize the
discriminating power (DP), the latter
attempts to minimize the information loss
(IL). By exploiting a number of heuristics,
GreedylL  out  performs  GreedyDP
significantly.

e We provide an inexpensive mechanism for
the client to decide whether to personalize a
query in UPS. This decision can be -made
before each runtime profiling to enhance the
stability of the search results while avoid the
unnecessary exposure of the profile.

e Our extensive experiments demonstrate the

efficiency and _effectiveness of our UPS
framework.

ADVANTAGES OF PROPOSED SYSTEM:

7

+» Increasing usage of personal and behaviour
information to profile its users, which is
usually gathered implicitly from query
history, browsing history, click-through data
bookmarks, user documents, and so forth.
s The framework allowed users to specify
customized privacy requirements via the
hierarchical ‘profiles. In addition, UPS also
performed online generalization on user
profiles to protect the personal privacy
without compromising the search quality.

FEASIBILITY STUDY

The feasibility of the project is analyzed in
this phase and business proposal is put forth with a
very general plan for the project and some cost
estimates. During system analysis the  feasibility
study of the proposed system is to be carried out.
This is to ensure that the proposed system is not a
burden to the company. For feasibility analysis,
some understanding of the major requirements for the
system is essential.

Three key considerations involved in the feasibility
analysis are

¢+ ECONOMICAL FEASIBILITY
¢ TECHNICAL FEASIBILITY
¢ SOCIAL FEASIBILITY

ECONOMICAL FEASIBILITY

This study is carried out to check the
economic impact that the system will have on the
organization. The amount of fund that the company
can pour into the research and development of the
system is limited. The expenditures must be justified.
Thus the developed system as well within the budget
and this was achieved because most of the
technologies used are freely available. Only the
customized products had to be purchased.

TECHNICAL FEASIBILITY

This study is carried out to check the
technical  feasibility, that- is, the technical
requirements of the system. Any system developed
must not have a high demand .on the available
technical resources. This will lead to high demands
on the available technical resources. This will lead to
high demands being placed on the client. The
developed system must have a modest requirement,
as only minimal or null changes are required for
implementing this system.

SOCIAL FEASIBILITY

The aspect of study is to check the level of
acceptance of the system by the user. This includes
the process of training the user to use the system
efficiently. The user must not feel threatened by the
system, instead must accept it as a necessity. The
level of acceptance by the users solely depends on the
methods that are employed to educate the user about
the system and to make him familiar with it. His level
of confidence must be raised so that he is also able to
make some constructive criticism, which is
welcomed, as he is the final user of the system.

SCREEN SHOTS:

Home Page:
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CONCLUSION

This paper presented a client-side privacy
protection framework called UPS for personalized

web search. UPS could potentially be adopted by any
PWS that captures user profiles in a hierarchical
taxonomy. The framework allowed users to specify
customized privacy requirements via the hierarchical
profiles. In addition, UPS also performed online
generalization on user profiles to protect the personal
privacy without compromising the search quality. We
proposed two greedy algorithms, namely GreedyDP
and GreedylL, for the online generalization. Our
experimental results revealed that UPS could achieve
quality search results while preserving user’s
customized privacy requirements. The results also
confirmed- the-effectiveness and efficiency of our
solution.

For future work, we will try to resist adversaries with
broader background knowledge, such as richer
relationship among topics (e.g., exclusiveness,
sequentiality, and so on), or capability to capture a
series of queries from the victim. We will also seek
more sophisticated method to build the ‘user profile,
and better metrics to predict the performance
(especially the utility) of UPS.
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