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Superior AMBIGUITY Determination 
Setback Within ATTRIBUTE Based 

Support Re-Ranking System

Abstract- A text-based image search is also an important 
thought in the field of Information retrieval. Reranking 
is one of the techniques employed to retrieve the images 
easily. In this paper, we make an attempt to study about 
the attribute based reranking system, to solve the issue 
of ambiguity. The target of the approach is to easily 
retrieve the images easily with an efficient classification 
models. Some visual and contextual features of the 
learning space model are derived. It can be applied to 
the multimedia applications. Then a novel algorithm is 
designed to extract the discriminant features of the 
training records for multimedia annotation. 
Experimental result shows the effectiveness of the 
system.  

Keywords: Text-based image search, Information 
retrieval, Reranking, multimedia applications and 
discriminant features.  

I. INTRODUCTION 

Digital images are extensively used in 
architecture, fashion, face recognition, finger print 
recognition and biometrics etc. Henceforth, well-
organized image searching and retrieval are essential. 
Efficient image searching, surfing and retrieval tools 
are required by users from various domains, 
including remote sensing, fashion, crime prevention, 
publishing, medicine, architecture, etc. Solution to 
this, many all-purpose purpose image retrieval 
systems have been established. The former image 
retrieval systems were text based. Images were 
characterized by using keywords. Manually entering 
keywords for images on a large web based database 
can be inefficient, expensive and may not capture 
every keyword that describes the image. [7] Many 
image search engines such as Google and Bing have 
relied on matching textual information of the images 
against the user query. [1] But text based image 
retrieval shows the incapable to map associated text 
to appropriate image contents. To solve this issue 
visual re-ranking technique has been proposed to 
enhance the text based image results by taking the 

advantage of visual information contained in the 
images.  

The existing visual re-ranking methods can 
be typically categorized into three categories as the 
clustering based, classification based and graph based 
methods. [1] Classification based methods used the 
visual characteristics to refine the images, Where in 
clustering based methods intelligent clustering 
algorithms to tried to search the image by grouping 
the visual closeness. However graph based 
techniques has been offered recently and received 
increasing attentions. But it is purely based on low 
level visual features while generally do not consider 
any semantics relationship among initial ranked lists. 
As more and more images being generated in digital 
form around the world, it is important to deal with a 
problem how to mine the semantic content of images 
and then retrieve these images effectively. Humans 
tend to interpret images using high-level concepts 
they are able to identify keywords, abstract objects or 
events presented in the image. Though, for a 
computer the image content is a matrix of pixels, 
which can be summarized by low-level texture, color 
or shape features. The absence of relationship 
between the high-level concepts that a user requires 
and the low-level attribute that image retrieval 
systems compromise is the semantic gap. [7] 

In a simple graph, samples are depicted by 
vertices and an edge links the two related vertices. 
Learning tasks can be performed on a simple graph. 
Presuming that samples are represented by feature 
vectors in a feature space, an undirected graph can be 
constructed by using their pair wise distances, and 
graph-based semi-supervised learning approaches can 
be performed on this graph to categorize the objects. 
It is noted that this simple graph cannot reflect 
higher-order information. When it is compared with 
the edge of a simple graph, a hyper edge in a hyper 
graph is able to link more than two vertices. 

Bathineni.Swethambari#1 and A.Latha*2 #

Student,Cse, St. Mary’s Women’s Engineering College,Budampadu,Guntur, India 
* Associate Professor,Cse, St. Mary’s Women’s Engineering College, Budampadu,Guntur , India 



International Journal of Engineering In Advanced Research Science and 
Technology(IJEARST)   

ISSN 2278-2566 Volume 2  –JULY 2016. 

 

39 

 

The paper is organized into 4 sections. 
Section II explains about the related techniques 
available in the spatial queries. Section III describes 
the problem statement and its proposed framework. 
Section IV presents the experimental analysis of the 
proposed framework. Atlast concluded in Section V.   

II.  RELATED WORK 

 W. Ma and B. S. Manjunath proposed 
NeTra, which is a prototype image retrieval system. 
It utilizes color, shape, texture and spatial location 
information in fragmented image section for 
searching and extracts similar section from the 
database. The search based on object or region is 
permitted in this system and the quality of image 
retrieval is also improved when images include many 
complex objects [2]. 

 Most of Pseudo-Relevance feedback 
techniques limit users’ effort by extending query 
image with maximum visually similar images. R. 
Yan et al. introduced a concept to give user 
approximated images in just a one click. Semantic 
gap between query image and other visual 
inconsistent images results into poor performance. In 
this, top N images which mainly visually match with 
the query image are considered as extended positive 
examples for obtaining a resemblance metric. But the 
top N images are not essentially semantically related 
to the query image, thus the obtained resemblance 
metric may not always show the semantic relevance 
and may even deteriorate re-ranking performance [4]. 

 Cui et al. did classification of query images 
into eight pre-identified intention classes and 
different types of query images are given different 
feature weighs. But the huge variety of all the web 
images was difficult to cover up by the eight 
weighting schemes. In this, a query image was to be 
categorized to a wrong class [5]. Cai et al. 
recommended matching the images in semantic 
spaces and re-ranking them with attributes or 
reference classes which were manually defined and 
learned from training examples which were manually 
labeled. They supposed that there was one main 
semantic class for a query keyword. Re-ranking of 
images is done by using this main category with 
visual and textual features. Still, it is tough and 
inefficient to learn a universal visual semantic space 
to express highly varied images from the web [7]. 

III.  NOVEL ATTRIBUTE ASSISTED 
RERANKING MODEL 

In this section, we discusses about the novel 
attribute assisted reranking model. The algorithm is 
executed in four phases.  

a) Image features  

Firstly, the image is extracted based on four 
features viz, Color, texture, edge and scale-invariant 
structure. A bag of style approach is used for storing 
these image features. Then, a user interface is created 
between admin and user. The task of the admin is to 
enter the images and its details. The task of the user 
is to search and retrieve the images in the grid format.  

b) Learning of attributes 

The traditional learning classifiers unable to 
predict the visual features of the image. The most 
effective attribute is picked up as the feature 
selection. It is manipulated based on two 
observations:  

a) With the help of ROI, the low level features 
are selected by extracting the features of the 
system. Eventually, it also omits the 
redundant information.  

b) The process of selected features with 
required information is used for developing 
the learning classifiers. Eventually, it also 
reduces the curse of dimensionality issue.  

By doing so, we efficiently select the features and the 
learning model is built.  

c) Attribute assisted hypergraph construction  

An attribute based hypergraph is constructed 
to rank the images. Based on the textual query, the 
images are re-ranked and then uploaded over the 
search engine. The proposed hypergraph is different 
from existing hypergraph by the way of connecting 
the edges. Along with that, the prediction score is 
evaluated. Based on the estimated weights, the 
reranking performance is generated.  

d) Utilization of text based search 

In the reranking strategy, the quantized 
scores are maintained with the original ranking 
positions. Then the relationship between hypergraph 
edge and image position with its queries are re-
ranked. Then a search engine based textual query is 
built to the attribute based ranking model.  
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Fig.1. Proposed workflow

IV.  EXPERIMENTAL RESULTS

In this section, we describe about the 
experimental analysis of the proposed approach via 
screenshots.  

Fig.2. Tasks of the admin

Fig.3. Registered user details are viewed
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1. Proposed workflow

EXPERIMENTAL RESULTS

In this section, we describe about the 
experimental analysis of the proposed approach via 

of the admin

Fig.3. Registered user details are viewed by the admin 

Fig. 4. Sample images uploaded by the 

Fig.5. Viewing the uploaded images

Fig.6. Solving the ambiguity of the images

 
 

Fig. 4. Sample images uploaded by the admin. 

Viewing the uploaded images

Fig.6. Solving the ambiguity of the images
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Fig.7. In this part, an image with its relevant information is 
uploaded at first. 

Fig.8. Then the relevant images based on the query are submitted. 

Fig.9. Viewing the uploaded images 

Fig.10. Image retrieval process by User 

Fig.11. Searching the image based on query ‘baby’. 

Fig.12. Retrieving the images based on attribute key 
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Fig.13. Similarly, the ambiguity is solved for the image ‘apple’. 

V. CONCLUSION 

In the field of image processing system, the 
retrieval of relevant images via ranking model is the 
most recent and interesting study for the researchers. 
A text based search is performed over the image 
search engine using attribute based queries. In this 
paper, we propose an attribute based re-ranking 
image search system. The semantic relationship of 
visual and perceptual quality of the image is derived 
and the model is constructed. Inspired by that, a 
novel attribute based re-ranking search with the issue 
of ambiguity is solved. Then the learning classifiers 
are built using the semantic information using the 
hypergraph attribute construction. Experimental 
results were conducted over the training images 
collected from the search engine and performance is 
analyzed.  
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