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ABSTRACT: 

Alert aggregation is an important subtask of intrusion detection. The goal is to identify and to cluster 

different alerts—produced by low-level intrusion detection systems, firewalls, etc.—belonging to a specific attack 

instance which has been initiated by an attacker at a certain point in time. Thus, meta-alerts can be generated for the 

clusters that contain all the relevant information whereas the amount of data (i.e., alerts) can be reduced 

substantially. We propose a novel technique for online alert aggregation which is based on a dynamic, probabilistic 

model of the current attack situation. Basically, it can be regarded as a data stream version of a maximum likelihood 

approach for the estimation of the model parameters.  

Detecting intrusions in networks has become one of the most critical tasks to prevent their misuse by 
attackers. The rapid increase in network traffic and attacks made the Intrusion Detection Systems to fail in terms of 

accuracy and efficiency in many situations. We describe the problem of intrusion detection in detail and analyze 

various well known methods for intrusion detection with respect to two critical requirements viz. our proposed 

architecture and DARPA Dataset. Present networks and enterprises follow a layered defence approach to ensure 

security at different access levels by using a variety of tools such as network surveillance, perimeter access control, 

firewalls, network, host and application intrusion detection systems, data encryption and others. Given this 

traditional layered defence approach, only a single system is employed at every layer which is expected to detect 

attacks at that particular location. In this project an efficient way of finding intrusions has been proposed. The main 

goal of this approach in Intrusion Detection System is to achieve high accuracy and efficiency 

INTRODUCTION: 

Generally, data mining (sometimes called 

data or knowledge discovery) is the process of 

analyzing data from different perspectives and 

summarizing it into useful information - information 

that can be used to increase revenue, cuts costs, or 
both. Data mining software is one of a number of 

analytical tools for analyzing data. It allows users to 

analyze data from many different dimensions or 

angles, categorize it, and summarize the relationships 

identified. Technically, data mining is the process of 

finding correlations or patterns among dozens of 

fields in large relational databases. 

How Data Mining Works? 

While large-scale information technology has 

been evolving separate transaction and analytical 

systems, data mining provides the link between the 

two. Data mining software analyzes relationships and 
patterns in stored transaction data based on open-

ended user queries. Several types of analytical 

software are available: statistical, machine learning, 

and neural networks. Generally, any of four types of 

relationships are sought: 

 Classes: Stored data is used to locate data in 

predetermined groups. For example, a 

restaurant chain could mine customer 

purchase data to determine when customers 

visit and what they typically order. This 

information could be used to increase traffic 

by having daily specials. 

 Clusters: Data items are grouped according 

to logical relationships or consumer 

preferences. For example, data can be mined 

to identify market segments or consumer 

affinities. 

 Associations: Data can be mined to identify 

associations. The beer-diaper example is an 

example of associative mining. 

 Sequential patterns: Data is mined to 

anticipate behavior patterns and trends. For 

example, an outdoor equipment retailer 

could predict the likelihood of a backpack 

being purchased based on a consumer's 

purchase of sleeping bags and hiking shoes. 
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Data mining consists of five major elements: 

1) Extract, transform, and load transaction 

data onto the data warehouse system. 

2) Store and manage the data in a 

multidimensional database system. 

3) Provide data access to business analysts 

and information technology 

professionals. 

4) Analyze the data by application 
software. 

5) Present the data in a useful format, such 

as a graph or table. 

Different levels of analysis are available: 

 Artificial neural networks: Non-linear 

predictive models that learn through training 

and resemble biological neural networks in 

structure. 

 Genetic algorithms: Optimization techniques 

that use process such as genetic 

combination, mutation, and natural selection 
in a design based on the concepts of natural 

evolution. 

 Decision trees: Tree-shaped structures that 

represent sets of decisions. These decisions 
generate rules for the classification of a 

dataset. Specific decision tree methods 

include Classification and Regression Trees 

(CART) and Chi Square Automatic 

Interaction Detection (CHAID). CART and 

CHAID are decision tree techniques used for 

classification of a dataset. They provide a set 

of rules that you can apply to a new 

(unclassified) dataset to predict which 

records will have a given outcome. CART 

segments a dataset by creating 2-way splits 
while CHAID segments using chi square 

tests to create multi-way splits. CART 

typically requires less data preparation than 

CHAID. 

 Nearest neighbor method: A technique that 

classifies each record in a dataset based on a 

combination of the classes of the k record(s) 

most similar to it in a historical dataset 

(where k=1). Sometimes called the k-nearest 

neighbor technique. 

 Rule induction: The extraction of useful if-

then rules from data based on statistical 

significance. 

 Data visualization: The visual interpretation 

of complex relationships in 

multidimensional data. Graphics tools are 

used to illustrate data relationships. 

IMPLEMENTATION MODULES: 

1. Attack Scenario and Model of the Adversary 
2. Pattern Classification 

3. Adversarial classification: 

4. Security modules 

 

MODULES DESCRIPTION: 

Attack Scenario and Model of the Adversary: 

Although the definition of attack scenarios is 

ultimately an application-specific issue, it is possible 

to give general guidelines that can help the designer 

of a pattern recognition system. Here we propose to 

specify the attack scenario in terms of a conceptual 
model of the adversary that encompasses, unifies, and 

extends different ideas from previous work. Our 

model is based on the assumption that the adversary 

acts rationally to attain a given goal, according to her 

knowledge of the classifier, and her capability of 

manipulating data. This allows one to derive the 

corresponding optimal attack strategy. 

Pattern Classification: 

Multimodal biometric systems for personal 

identity recognition have received great interest in the 

past few years. It has been shown that combining 

information coming from different biometric traits 

can overcome the limits and the weaknesses inherent 

in every individual biometric, resulting in a higher 

accuracy. Moreover, it is commonly believed that 
multimodal systems also improve security against 

Spoofing attacks, which consist of claiming a false 

identity and submitting at least one fake biometric 

trait to the system (e.g., a “gummy” fingerprint or a 

photograph of a user’s face). The reason is that, to 

evade multimodal system, one expects that the 

adversary should spoof all the corresponding 

biometric traits. In this application example, we show 

how the designer of a multimodal system can verify 

if this hypothesis holds, before deploying the system, 

by simulating spoofing attacks against each of the 

matchers. 
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Adversarial classification: 

Assume that a classifier has to discriminate between 

legitimate and spam emails on the basis of their 

textual content, and that the bag-of-words feature 

representation has been chosen, with binary features 

denoting the occurrence of a given set of words 

Security modules: 

Intrusion detection systems analyze network 

traffic to prevent and detect malicious activities like 

intrusion attempts, ROC curves of the considered 

multimodal biometric system under a simulated spoof 

attack against the fingerprint or the face matcher. Port 

scans, and denial-of-service attacks. When suspected 

malicious traffic is detected, an alarm is raised by the 

IDS and subsequently handled by the system 

administrator. Two main kinds of IDSs exist: misuse 
detectors and anomaly-based ones. Misuse detectors 

match the analyzed network traffic against a database 

of signatures of known malicious activities. The main 

drawback is that they are not able to detect never-

before-seen malicious activities, or even variants of 

known ones. To overcome this issue, anomaly-based 

detectors have been proposed. They build a statistical 

model of the normal traffic using machine learning 

techniques, usually one-class classifiers, and raise an 

alarm when anomalous traffic is detected. Their 

training set is constructed, and periodically updated 

to follow the changes of normal traffic, by collecting 
unsupervised network traffic during operation, 

assuming that it is normal (it can be filtered by a 

misuse detector, and should) 
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